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ABSTRACT

Nowadays, video camera is commonly used everywhere and
demand of retrieving a single shot from video sequence is
increasing. Since resolution of video camera is usually lower
than that of digital camera, simply cutting out a frame from
a video sequence ends up with low quality. Further, because
of the necessity of high fps on video camera, video data in-
evitably contains motion blur and it leads mis-registration
between frames which is critical for multi-frame super-
resolution. In this paper, we propose a method to restore
high-resolution image from a video sequence considering
motion blur. Since the frame-rate of a video camera is high,
motion of the object in successive frames is small, and thus,
stable feature tracking during short sequences is possible
even if there is a blur. Thus, we adopt a division/integration
approach to realize robust tracking for long sequence. We
also propose a simultaneous deblur and super-resolution
technique using multiple images based on MAP estimation.
Experimental results are shown to prove the strength of our
method.

Index Terms— motion-deblur, super-resolution, video
analysis, feature tracking

1. INTRODUCTION

Demand for retrieving a high quality single image from video
sequence is increasing, such as surveillance, personal pur-
poses and so on. Since image quality of video camera is usu-
ally lower than that of digital camera, simple frame capturing
is often insufficient for the actual purpose. Motion blur is an-
other important reason for low quality.

In order to solve the problems, methods such as deblur-
ring and super resolution have been researched [1, 2, 3].
Generally, these methods often conduct deblurring and super-
resolution by estimating single blur kernel or registration
parameter for the entire frame. However, this becomes prob-
lematic when the depth of the object is different within a
scene, or when there are independent motions in the scene.
When this happens, the process becomes challenging to ap-
ply the past methods which assume one specific motion in a
scene. In addition, in regard to super-resolution, if motion
blur exists, it is not only treated as noise, but also causes
registration errors, resulting in severe degradation [4].

Several methods have been proposed in the past in order
to solve the problem. The method includes dividing the im-
age into small segments which represent planer parts of the
scene, and then, applying the process for each segments [5].

However, since the method consists of two separate processes,
such as motion deblur and super-resolution, there remains a
severe problem on feature tracking during a long sequence.
To solve the problem, we propose a new tracking method
which integrates all the tracking results of short sequences
with refinement algorithm. In addition, simultaneous deblur
and super-resolution technique for multiple blur images is
proposed. The contribution of the method is as follows.

1. Pixel based blur kernel estimation is introduced.
2. High precision and robust tracking method for a long

sequence which contains motion blur is proposed.
3. Simultaneous method of deblurring and super-resolution

for multiple images is presented.

By using the techniques, it is possible to create high-
resolution still image from a video sequence which is low
resolution and contains motion blur.

2. RELATED WORK

In terms of deblurring techniques for blurry image which is
caused by camera motion, since the blur is a convolution pro-
cess, restoration technique has been proposed as a deconvolu-
tion technique with known kernel [6, 7, 8]. Recently, blind de-
convolution techniques are also intensively researched [2, 9].
In both techniques, since they assume single kernel, they can-
not be applied if the scenes have multiple objects with dif-
ferent motion or depth. Recently, several methods have been
proposed to solve the problem by estimating the kernel inde-
pendently with scene segmentation [10, 3]. However, since
those methods are for a single image, consistent deblurring for
an image sequence is not considered; this is because motion
blur severely occurs on camera, but not on video sequence.
Although a few researches are conducted on video [11, 12],
they only consider single blur kernel for each frame and can-
not be applied to our case.

In respect to super-resolution, there are mainly two meth-
ods that utilize single or multiple images; multiple images ap-
proach is considered advantageous on image quality and sta-
bility. Besides, there is also another method, example-based
method which uses image datasets of high-resolution patch
and low resolution one [13]. This method requires large and
precise datasets to restore complicated images and not suit-
able for common use. The core technique for multiple image
approach is image registration with sub-pixel accuracy [1].
To realize accurate registration, robust and precise tracking
of feature points is necessary. Among common feature ex-
traction [14, 15] and tracking methods [16], most of them are
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Fig. 1. Diagram of the entire algorithm

based on image gradient, and thus, they fail if high frequency
components are lost; e.g., by motion blur. Another problem
on super-resolution on video sequence is the existence of mul-
tiple moving objects in the scene. Although a few methods
are proposed [17, 5], since the methods do not consider mo-
tion blur, it is difficult to apply the methods to handheld video
camera. Further, deblurring is not considered in their meth-
ods.

3. ALGORITHM OVERVIEW
For the scene that has multiple moving objects, we first divide
the scenes into segments which represent independent objects
before applying deblur and super-resolution. After segmenta-
tion is conducted, deblurring and super-resolution techniques
are applied to each segment. Finally, all the segments are in-
tegrated to construct the final result. In our implementation,
the process is divided into four steps as shown in Fig. 3.

In the first step I (Sec.4.1), feature points as well as pla-
nar segments in the scene which are calculated as clusters of
feature points are extracted from image sequences. However,
if there is a motion blur, it is difficult to apply the technique
for long sequences. In out method, the entire frames are di-
vided into short sequences to realize a stable process. Then,
the extracted segments are integrated. Since simple integra-
tion accumulates errors, refinement technique is applied in
step II (Sec.4.2). Finally in step III (Sec.4.3), deblurring and
super-resolution are simultaneously applied.

4. DETAILED METHOD

4.1. Blur kernel estimation for each pixel

In order to apply motion deblur and super-resolution on video
data with multiple motion and depths, it is necessary to esti-
mate blur kernel for each region. In this paper, we first calcu-
late the optical flow in the scene, and then, estimate the blur
kernel for each pixel using the flow. To calculate the optical
flow, we use the method proposed by Yamaguchi et. al. [5].
The method consists of three steps; such as 1) tracking feature
points, 2) clustering the points whether they are expressed by
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Fig. 2. Solving inconsistency at integration step.

the same homography, and 3) segmentation by assigning the
cluster to each pixel where the luminous difference is small-
est. By using the segmentation result with corresponding ho-
mographies, motion vector of each pixel between the adjacent
frames can be calculated. Here, we assume that the shape of
blur kernel is linear, because shutter speed of camera is usu-
ally quite short. Note that the direction and the length of the
kernel can be calculated here, however, scaling parameter for
the kernel cannot be determined, and thus, it is estimated af-
terwards.

4.2. Long sequence tracking for blurry images

4.2.1. division/integration approach

If the motion of the object is getting larger, tracking of feature
points through long sequence becomes more difficult. This
is due to the increased errors of tracking caused by the big-
ger motion blur and the changes of appearance. Our method
solves this problem by first dividing the long sequence into a
number of short sequences, and then, integrating them. Since
the segmentation results in each short sequence are different
even if they are successive, integration is not a simple task.
For example, an object which splits into two parts makes dif-
ferent segmentation results in the sequence before and after
the split. To solve the problem, when we divide the video
into short sequences, we include the same frame in both suc-
cessive sequences to share the same frame. Then, we merge
segmentation results at the shared frame with OR operation
so that each segment represents independent planer objects in
the frame as shown in Fig. 2. Then, the merged segmentation
results are propagated to the entire frames in the sequence.
Further, the process is also recursively applied to the entire
sequences.

There are segments that are not assigned to any planar
object because of occlusion and noise. Those segments are
regarded as undetermined and are re-estimated by closest
pixel in the frame. Furthermore, since integration of mul-
tiple sequences accumulates errors, refinement algorithm is
required.

4.2.2. Refinement of feature tracking and segmentation result

The precision of the segmentation, which represents a pla-
nar object in the scene, decreases due to the tracking error



mainly caused by motion blur. To solve the problem, we re-
fine the tracking result of feature points. However, the mag-
nitude of blur and its direction differs from frame to frame,
it is difficult to improve the precision with common meth-
ods. In our method, we use the blur invariant phase only
correlation matching method (BIPOC) which provides highly
precise registration even with an image with motion blur [18].
However BIPOC, by principle, can only be applied for paral-
lel movements. Therefore, for free movements expressed by
homography transformation, it is difficult to achieve high pre-
cision registration by simply applying BIPOC.

To overcome the problem, we implement an iterative ap-
proach with two steps; 1) improvement of tracking precision
by using BIPOC and 2) updating homography transformation
by using the results obtained from the first step. By doing the
refinement steps repeatedly, high precision image registration
is achieved.

4.3. Image restoration by MAP estimation
In super-resolution methods that utilize multiple images,
MAP estimation is widely used. This is done by registering
the input images and simulating image degradation process
by pixelization. If there is a motion blur in the image, the
result ends up up with low quality as the blur is considered as
noise [4].

On the other hand, deblurring methods [7, 6] generally use
a single image as the input, then deconvolution is applied with
single blur kernel. Sine deconvolution is an unstable process,
if the motion blur is large, quality of the process becomes
degraded due to ringing effect, etc.

In this paper, to solve the both aforementioned problems,
we propose the MAP estimation method which considers not
only degradation by pixelization, but also motion blur. By si-
multaneously considering the pixelization and motion blur, it
is expected to solve the both problems; the image degradation
on super-resolution and the ringing effect by deblur. In our
method, we estimate super-resolved image as well as scaling
parameter of blur kernel. Let us consider x as the vector for
high resolution image, y as the input image vector, s as the
scaling parameter of blur kernel, N as the number of input
frames, and P as the number of pixel of the high resolution
image. Then, we can formulate the restoration as follows:

argmin
x,s

{
N∑

k=1

P∑
i=1

||yki− DBk(s, i)Wkxi||1 + λ||Cx||2
}
,

where D describes the sub-sampling kernel and Bk(s, i) de-
scribes the blur kernel and Wk describes the registration pa-
rameter for pixel i, respectively. C is a prior information of
the high resolution image for regularization purpose and λ is
its weight. In this paper, we use Bilateral Total Variation as a
prior and steepest descent method is applied to optimize the
evaluation function. In the actual process, we first estimate s
by fixing x, and then, estimate x by fixing s, and repeat the
process until convergence.

5. EXPERIMENT
First, we use the simulation images to evaluate our method.
We use a 400x400 pixel image for high resolution image as
shown in Fig. 3(a). Then, we simulate parallel motions with
17-19 pixel length to random direction and apply motion blur
along the directions with the fixed scaling 0.7. Then we down-
sampled the image into 200x200 pixel as shown in Fig. 3(b).
Using the image set, we performed super-resolution with 2x2
times. With our method, the scaling parameter was estimated
as 0.71, which has enough accuracy for MAP estimation. As
shown in Fig. 3(c)-(f), by increasing the input number, we can
confirm that the ringing effect is decreasing as well as PSNR
is improving.

(a) Original (high reso.) (b) Input (PSNR=23.1dB)

(c) Using 1 frames (22.4dB) (d) Using 2 frames (23.5dB)

(e) Using 5 frames (24.2dB) (f) Using 10 frames (24.7dB)
Fig. 3. Simulation image results.

Next, we performed an experiment with real images taken
by video camera in hand where a newspaper is moved in all
directions with different velocity as shown in Fig. 4(a). In the
experiment, 30 frames (350x265 pixel) are used to perform
2x2 magnification. Since the newspaper was moved with in-
dependent rotation and translation, there are different blurs
occurred on each frame. Then, we performed three different
algorithms to compare the result as shown in Fig. 4(b)-(d). By
comparing our method to the deblurring-only and the super-
resolution after deblurring method, we can confirm that the
proposed method is the best among them.

Finally, we apply the technique to more complicated
scenes where multiple humans are moving captured by hand-



(a) Input (b) Deblurring only

(c) SR only (d) SR + deblur (proposed)
Fig. 4. Real scene experimental results.

held camera as shown in Fig. 5(a)-(c). We use 20 frames
(420x160 pixel) to perform 2x2 magnification. Since there
are several motions in the sequence, segmentation results for
short sequences are not the same, however, those are con-
sistently integrated as shown in Fig. 6. Results with several
methods are shown in Fig. 7. As shown in the results, we can
confirm that our method is the best among them.

6. CONCLUSION
In this paper, we propose a method which realizes both de-
blurring as well as super-resolution simultaneously for an im-
age sequence with multiple moving objects. In the method,
we first divide the image into short sequences, and then, per-
form segmentation based on planar structure in the scene fol-
lowed by integration of them. In addition, we successfully re-
fine the precision of feature tracking result using BIPOC. Fi-
nally, we propose a method to simultaneously perform deblur
and super-resolution for multiple images with scaling param-
eter for kernels. In the experiment, we successfully restore
the high resolution image using the proposed method for both
synthetic and real images. As our future work, simultaneous
refinement of blur kernel is planned.
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(a) Frame #0 (b) Frame #10

(d) Left (e) Right
(c) Frame #20 Estimated blur kernels

Fig. 5. (a)-(c) Sample frame of input sequence (d)-(e) esti-
mated blur kernel for left and right person on frame #0.

Fig. 6. Example of integration. Inconsistent segments are
integrated and results are propagated to the entire frame.

(a) Input (b) Deblurring only

(c) SR only (d) SR + deblur (proposed)

(e) Input (f) Deblurring only

(g) SR only (h) SR + deblur (proposed)
Fig. 7. Result of multi objects scene: (a)-(d) input and result
of left book and (e)-(h) input and result of right book.
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